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Abstract 

Power System Security and Contingency analysis is one of the most important tasks in power systems. In operation, 
contingency analysis assists engineers to operate the power system at a secure and safe operating point where 
equipment are loaded within their safe operating area (SOA). Power is dispatched to customers with acceptable quality 
standards. The results of off-line load flow calculations are used to estimate performance indices (PI flow, PI V). MATLAB 
toolbox was the proposed methodology used for the implementation. The proposed approach for contingency analysis 
was found to be appropriate for screening and ranking fast voltage and line flow contingencies. 

Keywords: Contingency analysis; Evaluation; Screening; Ranking; Adaptive neuro-fuzzy interference system (ANFIS); 
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1. Introduction

Power system security is a method of achieving, planned to maintain the system during the cost of processor activities 
when the components stop or fail to respond [1]. Transmission and sub-transmission power systems supply many 
customers and therefore, there is a need for defensive operation for more reliability in the transmission and sub-
transmission line in case of component failure or malfunctioning [2]. This can be remedy by applying the single 
contingency policy (SCP) [3]. The system is designed in such a way that if a transmission line or transformer fails to 
operate, the system as a whole is still able to operate [4]. 

Back propagation-neural network (BPNN) is a multi-layer feed-forward network trained according to error Back 
propagation and is one of the networks used to a great extent, and the network can be used to study and store a great 
deal of mapping relationship of input/output model, and no need to expose in advance the mathematical equation that 
describes these mapping relations [5]. Its learning rules are to adopt the highest descent method in which the Back 
propagations used to control the weight value and threshold value of the network to obtain the minimum error sum of 
square[6]. This paper focuses on the analysis of the characteristics and mathematical theory of the Back Propagation 
neural network (BPNN) and also points out the fault of the Back Propagation neural network (BPNN) algorithm as well 
as several methods for improvement [6]. 
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Contingency analysis should be used by planning the working condition of the system in other to measure the efficiency 
of the power system and the requirement for the future expansion of the transmission lines due to load growth, power 
loss, or increase in generation [3]. 

Contingency assessment and power system safety are the utmost important tasks by engineers in the operation and 
planning of bulk power systems[3]. Contingency analysis is used in the planning power system to check the nature by 
which the ability of the power systems and when the requirement for further expansion of transmission line due to the 
high increase in load demand or the need for power expansion of production[2] In the operation of power, engineers 
were helped by running this analysis to control the energy system at a safe operational range at which components are 
fixed to their protected cut-off limits[7]Power is passed to consumers with efficiency and standard with reliability[8]. 
The aim and objective of this analysis are to discover the voltage violation or the overload growth within the range of 
the equipment, and the appropriate measures necessary to overcome these infringements[9]. Contingency 
identification and the determination of appropriate corrective measure frequently include calculation of full flow 
demand [10] This analysis is utmost important and play a significant part of evaluating the safety and security of the 
power system[11]. An electrical power system is said to be in a safe condition when the system operation is maintained 
within its operation area or suitable ranges[12] taking into consideration that there will be conceivable outcomes of 
changes in the system (contingencies) and its surroundings[13] Evaluation in power system there is needed for safety 
and to have a system that will be sufficiently safe, secured, continuous and reliable[14]even when the contingencies are 
within the realistic case [2] It is a significant task for operational engineers to predict some future events of these 
instability/contingencies (outages) and implement preventive control activities as efficiently as possible to maintain 
system continuity, reliability, and stability for the power supply[15].  

The aim of this work is to be achieved through the following set of objectives: 

 To implement the Newton Rap son Tradition Method and adaptive neorofuzy inference system (ANFIS). 

 To identify the contingency and ranking them by their value by running the prediction value using ANFIS. 

 To compare the performance of the methods used. 

The driving force for this study is to provide useful power system contingency analysis to model for monitoring the 
effect of contingency on power system grid. This is also important to sustained operation and management of such 
systems. 

2. Statement of Problem 

The electrical power system is said to be in a safe condition when the system operation is maintained within its suitable 
ranges, taking into consideration that there will be a conceivable outcome of changes in the system (contingencies) and 
its surroundings [10]. There are necessary measures for power system safety to maintain a system that will be 
protected, reliable, and safe that can be continuously be running even under the case of contingency that is credible[16]. 
With that, they are not continuously appropriate for online usage. Additionally, a lot of IP-based analytical methods go 
through the difficulty of false alarm and/or misclassification[17]. An effective contingency can be categorized as a non-
critical contingency, which is referred to as Miss-classification[9]. When inactive contingency is categorized as critical, 
then a false alarm has happened. A system that is speedy and fast with the ability to avoid fake alarms must be needed 
[18]. Nowadays, continuous delivery of electrical energy is of utmost importance due to the societal reliability on the 
sector in the power system [19]. 

System security is the fundamental of power survival and since contingency analysis adds security, reliability, and 
customer services as well as protecting the power system from hazard or harm [3]. Some of the methods lack quality 
due to some set back that is the rule-based system and system-specific even though they are fast[18]. With recent 
advances in soft computing learning techniques, Adaptive Neuro fuzzy Inference system (ANFIS), technique for 
contingency screening and ranking will be a good option [5]. Furthermore, by using Adaptive Neuro fuzzy Inference 
system (ANFIS), [20]. 

3. Material and methods 

3.1. Adaptive neuro-fuzzy interference system (ANFIS) 

The neuro-fuzzy network is a five-layer feed-forward network that maps an input space to an output space using neural 
network learning algorithms and fuzzy reasoning. Figure.0 depicts the ANFIS architecture, and the following is a 
description of the model. 
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3.1.1. Layer 1 

In this layer, each node adapts to a function parameter. The result from each node is a degree of membership value, 
which is determined by the membership functions' input [21] 

 

Figure 1 ANFIS architecture 
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where 𝜇𝐴𝑖  and 𝜇𝐵𝑖−2 are the degree of membership functions for the fuzzy sets 𝐴𝑖  and 𝐵𝑖  respectively, and {𝑎𝑖 , 𝑏𝑖 , 𝑐𝑖} are 
the parameters of a membership function that can change the shape of the membership function. Premise parameters 

are the terms used to describe the parameters in this layer [22]. 

3.1.2. Layer 2 

Every node in this layer is fixed or non-adaptive, and the circle node is labelled as ∏. The output node is the result of 
multiplying of signal coming into the node and delivered to the next node. Each node in this layer represents the firing 
strength for each rule. In the second layer, the T-norm operator with general performance, such as the AND, is applied 
to obtain the output; 

𝑂2𝑖 = 𝑤𝑖 = 𝜇𝐴𝑖(𝑥) ∗ 𝜇𝐵𝑖(𝑦), 𝑖 = 1,2 … …. (5) 

Where 𝑤𝑖  is the output that represents the firing strength of each rule. 

3.1.3. Layer 3 

This layer's nodes are either fixed or non-adaptive, with the circle node labelled as N. The ratio between the 𝑖-th rule's 
firing strength and the sum of all rules' firing strengths is calculated at each node. The normalized firing strength is the 
name given to this result [23] 

𝑂3𝑖 = 𝑤𝑖̅̅ ̅ =
𝑤𝑖

∑ 𝑤𝑖𝑖

… … (6) 

3.1.4. Layer 4 

In this layer, every node is an adaptive node to output, with a node function defined as 

𝑂4𝑖 = 𝑤̅𝑖𝑓𝑖 = 𝑤̅𝑖(𝑝𝑖𝑥 + 𝑞𝑖𝑦 + 𝑟𝑖) … … . (7) 
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where 𝑤̅𝑖  is the normalized firing strength from the previous layer (third layer) and (𝑝𝑖𝑥 + 𝑞𝑖𝑦 + 𝑟𝑖) is a parameter in 
the node. Consequent parameters refer to the parameters in this layer. 

3.1.5. Layer 5 

This layer's single node is a fixed or non-adaptive node that sums all incoming signals from the previous node to 
compute the overall output. A circle node is labeled as ∑ in this layer. 

𝑂5𝑖 = ∑ 𝑤̅𝑖𝑓𝑖 =
∑ 𝑤̅𝑖𝑓𝑖𝑖

∑ 𝑤̅𝑖𝑖
𝑖  ……. (8) 

Learning rules are used to govern the neuron weights updating process and the procedure of utilizing the learning rules 
to update the weights is known as learning algorithm. Based on the learning procedure, neural networks are categorized 
as supervised or unsupervised or hybrid. 

In supervised learning, the neural network is provided with inputs and the desired outputs. The main concern is to 
obtain a set of weights that drastically reduces the error between the network output and the desired output. 
Unsupervised learning uses only input, the network updates its weights so that similar input yields corresponding 
output. Hybrid learning combines supervised and unsupervised learning [24]. 

Neural network gains vast popularity over the last few decades, particularly in the field of system identification, 
modeling and control applications. The most common applications are future extraction, pattern recognition, 
classification and prediction [16]. 

In conducting the research, the contingency selection technique will be grounded on the performance index (PI) which 
might signify either a line overload or a bus voltage drop limit violation, the Performance Index will be calculated using 
traditional Newton Raphson, Adaptive Neurofuzzy inference System (ANFIS) [24]. A huge number of patterns will be 
generated at random for an individual bus within a wide range of load differences. In each pattern, a full AC load flow 
will be carried out to calculate the line flows before failure and the voltages at the terminals of the line or the possibly 
the generator, and so also the equivalent to the unavailability of line and generator to calculate the voltage indices and 
flow performance. The recommended technique will be planned and tested using Adaptive neurofuzzy inference system 
(ANFIS) on a Windows environment using MATLAB toolbox. The accuracy of the recommended method will be 
illustrated by contingency screening and ranking in the 6-bus system. The functioning of the recommended technique 
will be compared with the traditional Newton Raphson method. 

3.2. Performance Evaluation  

The accuracy of forecasting models is the most important element in determining their performance success [25]–[29]. 
As a result, the generally used error metrics are used to evaluate the outputs of prediction models as well as to compare 
them to one another. Metrics such as Coefficient of determination (R2), Correlation coefficient (R), Mean square error 
(MSE) and Root mean square error (RMSE) were used to compare the performance success of the forecasting models 
used in this study more information on performance evaluation can be found in the following references [30],[31], [32], 
[33],[34], [35], [36], [37], [38], [39], [23], [40], [41], [42], [43], [44], [45], [46] and [47]. 
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where 𝑥𝑖  are values of the x-variable in a sample, 𝑦𝑖  are values of the y-variable in a sample, 𝑥̅𝑖  is the mean of the values 
of the x-variable and 𝑛 is the number of data points. 



GSC Advanced Engineering and Technology, 2022, 03(01), 016–028 

20 

 

Figure 2 Flow chart Algorithm 
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Figure 3 Full AC power flow contingency analysis procedure 
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Figure 4 A flow chart for line outage contingency selection technique 

4. Results and discussion 

This study presented the comparative analysis of both BPNN nonlinear artificial intelligence model (ANFIS) for the 
estimation ofImplementation of adaptive Neuro Fuzzy inference system, and Back Propagation Neural Network for the 
Appraisal of Power system Contingency analysisthe modeling results were evaluated using R2, R, RMSE, and MSE in both 
training and testing phase.  

The most dominant and suitable input combinations with the targeted variables were investigated using traditional 
sensitivity analysis and a correlation matrix. The type of linear relationship between the variables is represented in 
Table. It can also be used as a basic indicator for the correlation of variable sets as shown2 that stationary and significant 
variables with probability less than 0.05 (P<0.05) indicates the high strength of the linear correlations. Also, the negative 
correlation values show an inverse relationship between two variables. As a result, the correlation value's weakness 
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indicates that traditional methods are ineffective in modeling such complex interactions and that there is a 
significant need to introduce more robust tools. 

Table 1 Correlation between the experimental variables 

Parameters Load 1 Load 2 Load 3 Observed load 

Load 1 1    

Load 2 0.363272 1   

Load 3 0.054223 0.679186 1  

Observed load 0.697553 0.255876 0.231663 1 

 

From the results in Error! Reference source not found. the model combinations were generated, from M1, M2, using 
ANFIS. Error! Reference source not found. shows the variables that were used as inputs for each model, load 1 + load 
2 where used as input to forecast observed load with Adaptive Neuro Fuzzy inference system (ANFIS) Designer tool of 
MATLAB was used. The input and output parameters of the membership function (MF) were tuned so as to generate a 
Sugeno-type fuzzy inference system. For the input parameter a triangular MF type was selected and for the output 
parameter, a constant MF type was selected. The FIS was trained with an error tolerance of 0.005 for 50 iterations 
(epochs). 

Table 2 Models and corresponding variables 

Models (M) Variables 

M1 Load 1 + load 2 

M2 Load 1 + Load 2 + Load 3 

 

Table 3 Predicted results of ANFIS based on the performance evaluation criteria 

  TRAINING PHASE (75%) TESTING PHASE (25%) 

  R² R MSE RMSE R² R MSE RMSE 

ANFIS-M1 0.7640 0.8740 0.0135 0.1162 0.7690 0.8769 0.0312 0.1765 

ANFIS-M2 0.9620 0.9808 0.0022 0.0466 0.3998 0.6323 0.0082 0.0904 
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Figure 5 Time Series Plot ANFIS -M1 

The forecasted observed load produced by the ANFIS model were partitioned into training (75%) and testing (25%) in 
order to properly evaluate the performance of ANFIS in forecasting observed load. The results of the performance 
criteria are displayed in Table . It can be seen that the ANFIS models, ANFIS-M2 produced the best results with values 
of R2 = 0.9620, R = 0.9808, MSE = 0.0022, and RMSE = 0.0466. ANFIS model is more accurate.  

For further understanding, the results produced by the best models from ANFIS Model 1 and Model 2 are analyzed using 
a time series plot to show the degree of agreement between the observed Load demand and the predicted load demand 
values. When such variables in the plot overlap this implies that there is a high degree of agreement between the 
variables being plotted as shown in figure 5 and figure 6 of series plots ANFIS Model 1 and ANFIS Model 2 

 

Figure 6 Time Series Plot ANFIS –M2 

From the scatter plots in figure 7 below for ANFIS M1 has performance of (R2) with 49% accuracy between the observed 
and predicted values. 

While fig 3.7 below, it can be clearly seen that ANFIS M2 model has the highest performance criteria(R2)with 92% 
accuracy between the observed and predicted values. The performance of the ANFIS model could be associated with its 
ability to combine both the knowledge of ANN and fuzzy logic. With regards to performance accuracy, ANFIS model2on 
average outperformed ANFIS Model 1 respectively in the verification phase. 

 

Figure 7 Predicted Load ANFIS-M1 

From the error plots of the testing in figure 9 below, the roots mean square error (RMSE) of ANFIS M1 is higher than 
the roots mean square error (RMSE) of ANFIS M2 likewise the mean square error (MSE) of ANFIS M2 is higher than the 
mean square error (MSE) of ANFIS M1, that’s to shows that the ANFIS M2 gives a better result as compared to ANFIS 
M1 the higher the roots mean square error, the poor the result, the lower the mean square error, the more accuracy the 
result. In the case of ANFIS, the roots mean square error (RMSE) of ANFIS M1 is higher than the roots mean square error 
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(RMSE) of ANFIS M2, and the mean square error (MSE) of ANFIS M1 is higher than the (MSE) of ANFIS M2, hence ANFIS 
M2 gives a better result as compared with ANFIS M1.The figure below is the combination of error plot for training and 
testing ANFIS. 

 

Figure 8 Predicted Load ANFIS-M2 

 

 

Figure 9 Error plot for Training and Testing of ANFIS 

5. Conclusion 

It can be clearly observed that Adaptive Neuro Fuzzy Inference System (ANFIS) gives out a better result as compared in 
the columns of tables that correspond to the contingency ranking load condition as it is nearer to the same obtained by 
the Analytical technique (NR) compared to Artificial Neural Network (ANN). 

The voltage and flow performance index values displayed nearest result for both methods i.e. ANFIS and NR, as such 
those with most severe contingencies have a greater performance index value. Also, both the techniques have the same 
sequence in their contingency ranking grade except in place of contingencies 1 and 2, which display a close value result 
of the performance indices, so they have less effect as seen on the system, which can be ignored.  

The analytical technique for analyzing contingency have several computations of performance indices, therefore, 
performing complete AC load flow for the overall contingencies with the approach, is complex and required more time 
to analyze. With this, ANFIS approach to this technique can be more suitable which consist of screening and training 
module for different contingencies that tally with the voltage violation in the buses and power flow violation in the lines. 
Accurate result was obtained from the screening module where performance indices (Pinfold, PIv) for the unknown 
load variation patterns are obtained when compared with analytical technique. Ranking module was used to rank the 
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screened performance indices according to the severity of the contingencies. ANFIS approach demonstrated on the 
standard IEEE 6-bus system for contingency technique has been tested and gives better results.  

According to the simulation results obtained in the above table, it was observed that: 

 ANFIS approach to this technique provides speed computation in the process of generating variable load data 

for voltage and flow performance index respectively.  

 Effect of masking is avoided in the contingencies, if the performance indices are properly constructed.  

 Once the training and evaluation of the network is done, it provides speed contingency screening and less 

calculation as compared to other techniques.  

 ANFIS approach to contingency analysis for online applications is a good assessment tool appropriated for 

power system management. 

The work done in this research uses Newton Rap son method to generate the data on a standard IEEE 6-Bus system, 
under different loading conditions which are further utilized to train ANN and ANFIS for further comparison of their 
performances. In line with the study made, further work can be suggested by using different algorithms and on different 
standard IEEE bus system. 
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