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#### Abstract

This paper presents a set of newly constructed polynomials valid in interval [-1,1] with respect to weight function $w(x)$ $=x+1$. For applicability sake, the polynomials shall be employed as trial function to develop a fast, efficient and reliable block algorithm for the numerical solution of ordinary differential equations with application to second order initial value problems. Collocation and interpolation techniques were adopted for the formulation of self-starting continuous hybrid schemes. Findings from the analysis of the basic properties of the method using appropriate existing theorems show that the developed schemes are consistent, zero-stable and hence convergent. On implementation, the superiority of the scheme over the existing method is established numerically. Further investigation of the properties of these polynomials is ongoing as we hope to discuss this in the future paper.
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## 1 Introduction

Polynomials are useful in a wide variety of fields, including biology, economics, cryptography, chemistry, coding, engineering and advanced mathematical fields, such as numerical analysis to mention a few. The utility of polynomial functions for modeling remains as physical and real-world phenomena are modelled through these.

The problem of approximating a function is of great significance in numerical analysis due to its importance in the development of software for digital computers. Polynomials such as Chebyshev, Legendre, Hermite, Laguerre etc. have been widely used in this respect. The orthogonal polynomials have its origin in the nineteenth century theories of continued fractions and the moment problem. Classical orthogonal polynomials have found widespread use in all areas of science and engineering. Typically, they are used as trial functions to expand other more complicated functions in which many at times, arise from initial or boundary value problems.

The focus here is to construct a set of polynomials and use them to develop continuous method in order to establish their application in solving the class of initial value problems of the form

$$
\begin{align*}
& y^{m}(x)=f\left(x, y, y^{\prime}, \ldots, y^{m-1}\right)  \tag{1}\\
& y^{r}\left(x_{0}\right)=y_{r}, r=0,1, \ldots, k-1
\end{align*}
$$

Since most of these equations are difficult to solve, efficient ODEs solvers are much needed to approximate them. The numerical solution of ODEs by collocation methods has been studied (see [1], [2], [3], [4], [5], [6], [7]). In the recent

[^0]years, the solutions of (1) for cases $m=1,2 \& 3$ have been extremely discussed (see [8], [9], [10], [11], [12]). The approach of reducing the higher order of (1) to a system of first order and the consequent setback has also been discussed in [13].

Predictor-corrector method was later adopted and applied but has its setbacks which were discussed in [13], [14] and [15]. To cater for the setback of predictor-corrector methods, the approach of block method came into being. Milne in [16] proposed a method called block method as a means of obtaining starting values which [17] and [18] developed into algorithms for general use. Later, the modified self-starting block method was given in [15] and [19] as

$$
\begin{equation*}
Y_{m}=\mathrm{e} y_{n}+h^{\mu-\lambda} d f\left(y_{n}\right)+h^{\mu-\lambda} b F\left(y_{m}\right) \tag{2}
\end{equation*}
$$

Where;
e is s x s vector,
d is r -vector
$\mathbf{b}$ is rxr vector,
$s$ is the interpolation points
$r$ is the collocation points.
F is a k-vector whose jth entry is $f_{n+j}=f\left(t_{n+j}, y_{n+j}\right)$
$\mu$ is the order of the differential equation.
Given a predictor equation in the form

$$
\begin{equation*}
Y_{m}^{(0)}=e y_{n}+h^{\mu} d f\left(y_{n}\right) \tag{3}
\end{equation*}
$$

Putting (3) in (2) gives

$$
\begin{equation*}
Y_{m}=\mathrm{e} y_{n}+h^{\mu} d f\left(y_{n}\right)+h^{\mu} b F\left(e y_{n}+h^{\mu} d f y_{n}\right) \tag{4}
\end{equation*}
$$

which is called a self-starting block-predictor-corrector method, [20].
The block (4) is a simultaneous producing approximations to the solution of (1) at a block of desired points. However, the effectiveness of these ODE solvers depends on the types of trial functions used in developing the schemes. Various trial functions such as, the Chebyshev polynomials which was introduced in [14] as basis function for the solution of linear differential equations in term of finite expansion, the Legendre polynomials, Power series and the Canonical polynomials have been used to derive continuous schemes.

In what follows, we shall construct a set of polynomials valid in interval $[-1,1]$ with respect to weight function $w(x)=x$ +1 .

### 1.1 Construction of Orthogonal Basis Function

Let the function $q_{n}(x)$ be defined as

$$
\begin{equation*}
q_{r}(x)=\sum_{r=0}^{n} C_{r}^{(n)} x^{r} \tag{5}
\end{equation*}
$$

Where; $q_{r}(x)$ satisfies

$$
\begin{equation*}
<q_{m}(x), q_{n}(x)>=0, \quad m \neq n,[-1,1] . \tag{6}
\end{equation*}
$$

For the purpose of constructing the basis function, we use additional property that

$$
\begin{equation*}
q_{n}(1)=1 . \tag{7}
\end{equation*}
$$

For $r=0$ in (5),

$$
q_{0}(x)=C_{0}^{(0)}
$$

From (7),

$$
q_{0}(1)=C_{0}^{(0)}=1
$$

Hence,

$$
q_{0}(x)=1
$$

For r = 1 in (5),

$$
\begin{equation*}
q_{1}(x)=C_{0}^{(1)}+C_{1}^{(1)} x \tag{8}
\end{equation*}
$$

By definition (7), (8) gives

$$
\begin{equation*}
C_{0}^{(1)}+C_{1}^{(1)}=1 \tag{9}
\end{equation*}
$$

And

$$
<q_{0}, q_{1}>=\int_{-1}^{1}(x+1) q_{0}(x) q_{1}(x) d x
$$

Which implies

$$
\begin{equation*}
C_{1}^{(1)}+3 C_{0}^{(1)}=0 \tag{10}
\end{equation*}
$$

Solving (9) and (10) and substituting the outcomes into (8), we have

$$
\begin{equation*}
q_{1}(x)=\frac{1}{2}(3 x-1) \tag{11}
\end{equation*}
$$

When $r=2$ in (5),

$$
\begin{equation*}
q_{2}(x)=C_{0}^{(2)}+C_{1}^{(2)} x+C_{2}^{(2)} x^{2} \tag{12}
\end{equation*}
$$

By definition (7), (12) gives

$$
\begin{aligned}
& C_{0}^{(2)}+C_{1}^{(2)}+C_{2}^{(2)}=1 \ldots \ldots \ldots \ldots \ldots \ldots \\
& \begin{aligned}
<q_{0}, q_{2}> & =\int_{-1}^{1}(x+1) q_{0}(x) q_{2}(x) d x \\
& =0
\end{aligned}
\end{aligned}
$$

Which implies

$$
\left.\begin{array}{l}
2 C_{0}^{(2)}+\frac{2}{3} C_{1}^{(2)}+\frac{2}{3} C_{2}^{(2)}=0 \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots  \tag{14}\\
<q_{1}, q_{2}>
\end{array}\right)=\int_{-1}^{1}(x+1) q_{1}(x) q_{2}(x) d x .
$$

Which gives

$$
\begin{equation*}
\frac{2}{3} C_{1}^{(2)}+\frac{4}{15} C_{2}^{(2)}=0 . \tag{15}
\end{equation*}
$$

Solving (13), (14), (15) and substituting the resulting values into (12), we have

$$
\begin{equation*}
q_{2}(x)=\frac{1}{2}\left(5 x^{2}-2 x-1\right) . \tag{16}
\end{equation*}
$$

When $\mathrm{r}=3$ in (5),

$$
\begin{equation*}
q_{3}(x)=C_{0}^{(3)}+C_{1}^{(3)} x+C_{2}^{(3)} x^{2}+C_{3}^{(3)} x^{3} . \tag{17}
\end{equation*}
$$

By definition (7), (17) gives

$$
\begin{align*}
& C_{0}^{(3)}+C_{1}^{(3)}+C_{2}^{(3)}+C_{3}^{(3)}=1 \ldots \ldots \ldots . .  \tag{18}\\
& \begin{aligned}
<q_{0}, q_{3}> & =\int_{-1}^{1}(x+1) q_{0}(x) q_{3}(x) d x \\
& =0
\end{aligned}
\end{align*}
$$

Which implies

$$
\begin{align*}
& 2 C_{0}^{(3)}+\frac{2}{3} C_{1}^{(3)}+\frac{2}{3} C_{2}^{(3)}+\frac{2}{5} C_{3}^{(3)}=0 .  \tag{19}\\
& <q_{1}, q_{3}>=\int_{-1}^{1}(x+1) q_{1}(x) q_{3}(x) d x \\
& =0
\end{align*}
$$

This leads to

$$
\begin{align*}
& \frac{2}{3} C_{1}^{(3)}+\frac{4}{15} C_{2}^{(3)}+\frac{2}{5} C_{3}^{(3)}=0 .  \tag{20a}\\
& <q_{2}, q_{3}>=\int_{-1}^{1}(x+1) q_{2}(x) q_{3}(x) d x \\
& =0 \\
& \Rightarrow \frac{4}{15} C_{2}^{(3)}+\frac{4}{35} C_{3}^{(3)}=0 \tag{20b}
\end{align*}
$$

Solving (18) - (20) and substituting the resulting values into (17), we obtain

$$
\begin{equation*}
q_{3}(x)=\frac{1}{8}\left(35 x^{3}-15 x^{2}-15 x+3\right) \tag{21}
\end{equation*}
$$

In the same vein, $q_{n}(x), n \geq 4$ are developed.
The next seven polynomials are listed below.

$$
\begin{aligned}
& q_{4}(x)=\frac{1}{8}\left(63 x^{4}-28 x^{3}-42 x^{2}+12 x+3\right) \\
& q_{5}(x)=\frac{1}{16}\left(231 x^{5}-105 x^{4}-210 x^{3}+70 x^{2}+35 x-5\right) \\
& q_{6}(x)=\frac{1}{16}\left(429 x^{6}-198 x^{5}-495 x^{4}+180 x^{3}+135 x^{2}-30 x-5\right) \\
& q_{7}(x)=\frac{1}{128}\left(6435 x^{7}-3003 x^{6}-9009 x^{5}+3465 x^{4}+3465 x^{3}-945 x^{2}-315 x+35\right) \\
& q_{8}(x)=\frac{1}{128}\left(12155 x^{8}-5720 x^{7}-20020 x^{6}+8008 x^{5}+10010 x^{4}-3080 x^{3}-1540 x^{2}+280 x+35\right) \\
& q_{9}(x)=\frac{1}{256}\left(46189 x^{9}-21879 x^{8}-87516 x^{7}+36036 x^{6}+54054 x^{5}-18018 x^{4}-12012 x^{3}+2772 x^{2}+693 x-63\right) \\
& q_{10}(x)=\frac{1}{256}\left(88179 x^{10}-41990 x^{9}-188955 x^{8}+79560 x^{7}+139230 x^{6}-49140 x^{5}-40950 x^{4}+10920 x^{3}\right. \\
& \left.\quad+4095 x^{2}-630 x-63\right)
\end{aligned}
$$

The graphs of these polynomials are shown hereunder shown as further investigation of their properties is ongoing, which shall be discussed in the future paper.






Figure 1 Graph of Polynomials

In the next section, the applicability of these polynomials (as trial functions) shall be investigated using a well-known method and in section four, these polynomials we be employed as trial function to develop a numerical scheme.

### 1.2 Literature Review

To investigate the applicability of the derived orthogonal polynomials, we briefly review here the work of AdamMoulton on derivation of three-step implicit method whose discrete scheme is

$$
y_{n+3}=y_{n+2}+\frac{h}{24}\left(f_{n}-5 f_{n+1}+19 f_{n+2}+9 f_{n+3}\right)
$$

For this purpose, we shall seek an approximation of the form

$$
\begin{equation*}
y(x)=\sum_{r=0}^{s+k-1} a_{r} q_{r}(x) \tag{22}
\end{equation*}
$$

Where; $q_{r}(x)$ is the orthogonal polynomials derived.

We collocate and interpolate (22) at $x=x_{n+i}, i=0(1) 3$ and $x=x_{n+2}$ respectively to obtain a system of equations which are solved and the resulting values of $\mathrm{ar}_{\mathrm{r}}$ are substituted back into (22) to have a continuous schemes. Evaluating the continuous scheme at the grid point $x=x_{n+3}$ yields the Adams-Moulton explicit three-step method.

We shall now employ the set of polynomials to formulate a continuous scheme through which numerical solutions of initial value problems in ordinary differential equations are obtained. We hope that these newly generated polynomials will stimulate further interest which will lead to a thorough investigation of the new class of the polynomials.

## 2 Formulation of Numerical Integrator

In this section, our objective is to derive a two-step continuous hybrid linear multistep method in the sub-interval [ $\mathrm{x}_{\mathrm{n}}$, $\left.\mathrm{X}_{\mathrm{n}+\mathrm{p}}\right]$ of $[\mathrm{a}, \mathrm{b}]$ where $x=\frac{2 X-2 x_{n}-p h}{p h}$ and p varies as the method to be derived. For this case, $\mathrm{p}=2$.

The procedure involves interpolating (22) at $\mathrm{s}=\frac{1}{3} \& \frac{2}{3}$ and collocating the second derivative of (22) at $\mathrm{k}=0, \frac{1}{3}, \frac{2}{3}, 1$ and 2 . The $\operatorname{ar}, \mathrm{r}=0(1) 6$ from the resulting system of equations are obtained and substituted into (22) to have the continuous equation

$$
\begin{gather*}
y(x)=\alpha_{\frac{1}{3}}(x) y_{n+\frac{1}{3}}+\alpha_{\frac{2}{3}}(x) y_{n+\frac{2}{3}}+h^{2}\left(\beta_{0}(x) f_{n}+\beta_{\frac{1}{3}}(x) f_{n+\frac{1}{3}}+\beta_{\frac{2}{3}}(x) f_{n+\frac{2}{3}}+\beta_{1}(x) f_{n+1}+\beta_{2}(x) f_{n+2}\right)  \tag{23}\\
\text { Evaluating equation (23) at } \mathrm{x}=x_{n+2} \text { yields our main method as } \\
y_{n+2}=5 y_{n+\frac{2}{3}}-4 y_{n+\frac{1}{3}}+\frac{h^{2}}{3240}\left(-490 f_{n}+2388 f_{n+\frac{1}{3}}-2715 f_{n+\frac{2}{3}}+4220 f_{n+1}+197 f_{n+2}\right) \ldots \ldots \ldots . . \tag{24}
\end{gather*}
$$

To develop the block method from the continuous scheme, we adopt the general block formula proposed in (Awoyemi et al. 2011) in the normalized form given as

$$
\begin{equation*}
A^{(0)} Y_{m}=e y_{m}+h^{\mu-\lambda} d f\left(y_{m}\right)+h^{\mu-\lambda} b F\left(y_{m}\right) \tag{25}
\end{equation*}
$$

Evaluating the first derivative of (23) at $x=x_{n+j}, j=0, \frac{1}{3}, \frac{2}{3}, 1,2$, substituting the resulting equations and the main method into (25) and solving simultaneously gives a block formulae represented as

$$
\left.\begin{array}{l}
y_{n+\frac{1}{3}}=y_{n}+\frac{h}{3} y_{n}^{\prime}+\frac{h^{2}}{64800}\left(1870 f_{n}+2532 f_{n+\frac{1}{3}}-1095 f_{n+\frac{2}{3}}+300 f_{n+1}-7 f_{n+2}\right) \\
y_{n+\frac{2}{3}}=y_{n}+\frac{2 h}{3} y_{n}^{\prime}+\frac{h^{2}}{4050}\left(270 f_{n}+696 f_{n+\frac{1}{3}}-105 f_{n+\frac{2}{3}}+40 f_{n+1}-f_{n+2}\right) \\
y_{n+1}=y_{n}+h y_{n}^{\prime}+\frac{h^{2}}{2400}\left(250 f_{n}+756 f_{n+\frac{1}{3}}+135 f_{n+\frac{2}{3}}+60 f_{n+1}-f_{n+2}\right) \\
y_{n+2}=y_{n}+2 h y_{n}^{\prime}+\frac{h^{2}}{750}\left(50 f_{n}+1080 f_{n+\frac{1}{3}}-675 f_{n+\frac{2}{3}}+1000 f_{n+1}+45 f_{n+2}\right)  \tag{26}\\
y_{n+\frac{1}{3}}^{\prime}=y_{n}^{\prime}+\frac{h}{32400}\left(3860 f_{n}+9234 f_{n+\frac{1}{3}}-3105 f_{n+\frac{2}{3}}+830 f_{n+1}-19 f_{n+2}\right) \\
y_{n+\frac{2}{3}}^{\prime}=y_{n}^{\prime}+\frac{h}{4050}\left(440 f_{n}+1836 f_{n+\frac{1}{3}}+405 f_{n+\frac{2}{3}}+20 f_{n+1}-f_{n+2}\right) \\
y_{n+1}^{\prime}=y_{n}^{\prime}+\frac{h}{1200}\left(140 f_{n}+486 f_{n+\frac{1}{3}}+405 f_{n+\frac{2}{3}}+170 f_{n+1}-f_{n+2}\right) \\
y_{n+2}^{\prime}=y_{n}^{\prime}+\frac{h}{150}\left(-40 f_{n}+324 f_{n+\frac{1}{3}}-405 f_{n+\frac{2}{3}}+380 f_{n+1}+41 f_{n+2}\right)
\end{array}\right\}
$$

### 2.1.1 Definition 4.1: Order and Error Constant

The linear operator $L$ of the block (25) is defined as

$$
\begin{equation*}
L\{y(x): h\}=Y_{m}-e y_{n}+h^{\mu-\lambda} d f\left(y_{m}\right)+h^{\mu-\lambda} b F\left(y_{m}\right) \tag{27}
\end{equation*}
$$

Using Taylor series expansion to expand $y\left(x_{n}+i h\right)$ and $f\left(x_{n}+j h\right),(27)$ becomes

$$
\begin{equation*}
L\{y(x): h\}=C_{0} y(x)+C_{1} h y^{\prime}(x)+C_{2} h^{2} y^{\prime \prime}(x)+\ldots+C_{p} h^{p} y^{(p)}(x) . \tag{28}
\end{equation*}
$$

The block (25) and associated linear operator are said to have order p if

$$
C_{0}=C_{1}=\ldots=C_{p}=C_{p+1}=C_{p+2} \neq 0
$$

The term $C_{p+2} \neq 0$ is called the error constant and the local truncation error is given

$$
\text { As } t_{n+k}=C_{p+2} h^{(p+2)} y^{(p+2)}\left(x_{n}\right)+0 h^{(p+3)}
$$

Thus, equations (24) is of order 5 and error constant $-\frac{73}{87480}$. The formulae in the block (26) are all of order 5 with error constants $C_{p+2}$ given as

$$
C_{P+3}=\left[\frac{829}{110224800} \frac{61}{3444525} \frac{13}{453600}-\frac{11}{14175} \frac{211}{5248800} \frac{7}{328050} \frac{1}{21600}-\frac{1}{450}\right]^{T}
$$

respectively.

### 2.1.2 Definition 4: Zero-Stability

The block (25) is said to be zero-stable if the roots $\mathrm{z}_{\mathrm{s}}=1,2 \ldots \mathrm{~N}$ of the characteristic polynomial $\rho(z)=\operatorname{det}(z A-E)$, satisfies $|z| \leq 1$ and the root $|z|=1$ has multiplicity not exceeding the order of the differential equation. Also, as $h^{\mu} \rightarrow 0, \rho(z)=z^{r-\mu}(\lambda-1)^{\mu}$, where $\mu$ is the order of the differential equation, $r=\operatorname{dim}\left(A^{(0)}\right)$.

The proposed method has been investigated to be zero stable.

### 2.1.3 Definition 4.3: Consistency

A numerical method is consistent if the order, $p \geq 1$,

This method is consistent owing to the fact that the order $p \geq 1$.

### 2.1.4 Definition 4.4: Convergence

The necessary and sufficient condition for a numerical method to be convergent is for it to be zero-stable and consistent. According to this definition, the method derived is convergent.

The diagram of region of absolute stability is as shown below.


Figure 2 Region of Absolute Stability of the Method

### 2.1.5 Numerical Experiment

We demonstrate the method with the test problem

$$
y^{\prime \prime}-y^{\prime}=0, y(0)=0, y^{\prime}(0)=-1
$$

Whose analytical solution is $y(x)=1-\exp (x)$.
Table 1 Table of Results

| $\mathbf{X}$ | Exact Solution | Approximate Solution | Error | Error in [19] |
| :--- | :--- | :--- | :--- | :--- |
| 0.1 | -0.10517091807564762480 | -0.10517091807239943619 | $-3.24818861 \mathrm{e}-12$ | $8.79316 \mathrm{E}-05$ |
| 0.2 | -0.22140275816016983390 | -0.22140275824581250946 | $8.564267556 \mathrm{e}-11$ | $3.26718 \mathrm{E}-04$ |
| 0.3 | -0.34985880757600310400 | -0.34985880792001473211 | $3.4401162811 \mathrm{e}-10$ | $2.215564 \mathrm{E}-03$ |
| 0.4 | -0.49182469764127031780 | -0.49182469838377994138 | $7.4250962358 \mathrm{e}-10$ | $4.857093 \mathrm{E}-03$ |

GSC Advanced Research and Reviews, 2022, 12(03), 001-012

| 0.5 | -0.64872127070012814680 | -0.64872127207862860168 | $1.37850045488 \mathrm{e}-09$ | $9.097734 \mathrm{E}-03$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.6 | -0.82211880039050897490 | -0.82211880260985294537 | $2.21934397047 \mathrm{e}-09$ | $1.4391394 \mathrm{E}-02$ |
| 0.7 | -1.01375270747047652160 | -1.01375271085798121930 | $3.3875046977 \mathrm{e}-09$ | $2.1437918 \mathrm{E}-02$ |
| 0.8 | -1.22554092849246760460 | -1.22554093333950033000 | $4.8470327254 \mathrm{e}-09$ | $2.9898724 \mathrm{E}-02$ |
| 0.9 | -1.45960311115694966380 | -1.45960311790878502900 | $6.7518353652 \mathrm{e}-09$ | $4.0300719 \mathrm{E}-02$ |
| 1.0 | -1.71828182845904523540 | -1.71828183752183259550 | $9.0627873601 \mathrm{e}-09$ | $5.255213 \mathrm{E}-02$ |

## 3 Conclusion

A successful application of a set of newly constructed polynomials has been demonstrated.
The new polynomials and the formulated scheme are therefore recommended for general purposed use while the further properties shall be discussed in the future paper.
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