
 Corresponding author: RANDRIAMAMISOLONIRINA Natolotriniavo Tendrinarisoa 

Copyright © 2024 Author(s) retain the copyright of this article. This article is published under the terms of the Creative Commons Attribution Liscense 4.0. 

Application of computer-aided drug design in drug discovery and development: 
Updating knowledge  

Natolotriniavo Tendrinarisoa RANDRIAMAMISOLONIRINA 1, *, Olivier Fridolin MAMINIAINA 1, 3, 4, 
Andriambandaina Abel ANDRIANTSIMAHAVANDY 2 and Mirantsoa Suzanne RAZAFINDRAFARA 1, 3 

1 Department of Research and Quality Control, Malagasy Institute of Veterinary Vaccines, Madagascar. 
2 Department of Fundamental and Applied Biochemistry, Faculty of Science, University of Antananarivo, Madagascar. 
3 Department of Zootechnical, Veterinary and Fish Research, National Center for Applied Research on Rural Development, 
Madagascar. 
4 Department of Veterinary Science and Medicine, Faculty of Medicine, University of Antananarivo, Madagascar. 

GSC Advanced Research and Reviews, 2024, 21(01), 209–227 

Publication history: Received on 28 August 2024; revised on 14 October 2024; accepted on 16 October 2024 

Article DOI: https://doi.org/10.30574/gscarr.2024.21.1.0360 

Abstract 

Coronavirus (CoV) diseases are widespread throughout the world and have caused considerable socio-economic 
disruptions. For this reason, efforts have been made to develop a direct or indirect antiviral drugs against these diseases. 
However, no specific antiviral drug has yet been approved by the Food and Drug Administration (FDA) for CoV 
infections. Thus, the challenge in discovering therapeutic molecules against these infections remains pertinent. 
Computer-aided drug design (CADD) is one of the modern techniques for drug discovery and development. It 
accelerates the process, minimizes costs, and reduces research time. 

In this article, we present the three CADD approaches, namely structure-based drug discovery (SBDD), ligand-based 
drug discovery (LBDD) and high-throughput virtual screening (HTVS). The different methods used in these three 
approaches CADD, such as molecular modelling, target structure analysis, molecular docking, molecular dynamics 
simulation, pharmacophore modelling, quantitative structure-activity relationship (QSAR), ligand-based virtual 
screening (LBVS) and structure-based virtual screening (SBVS) are detailed. In addition, the bioinformatics tools and 
databases commonly used in these different CADD techniques are also described.  
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1. Introduction

Coronaviruses (CoV) are spherical, enveloped viruses with a crown-like structure with an average diameter of 80-
220nm [1]. The term coronavirus comes from this crown- like structure, meaning « corona » in Latin [2]. CoV composed 
of four structural proteins: the spike glycoprotein (S), the membrane protein (M), the envelope protein (E), and the 
nucleocapsid protein (N). In Bétacoronavirus within the subgenus Embecovirus, a fifth glycoprotein called 
Hemagglutinin-Esterase is also observed [3]. Inside the envelope sits the viral genome, which consists of single-stranded 
positive-sense RNA of 26 to 32kb in size [4]. This genome is encapsidated in the N protein, forming a helically 
symmetrical ribonucleoprotein complex [1]. 

CoV infect a wide range of hosts and mainly cause respiratory or enteric diseases, but also neurological diseases or 
hepatitis in some cases [5]. They trigger serious epidemics involving considerable deaths in humans and animals [6, 7]. 
In poultry, a CoV called Infectious Bronchitis Virus (IBV) is responsible for avian infectious bronchitis, a highly contagious 
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disease and a major problem for poultry production in several countries [8]. In swine, several porcine CoV were 
identified, including Transmissible gastroenteritis virus (TGEV), Porcine epidemic diarrhea virus (PEDV), Porcine 
respiratory virus (PRV), Porcine hemagglutinating encephalomyelitis virus (PHEV), Porcine deltacoronavirus (PDCoV) 
and Swine acute diarrhoea syndrome coronavirus (SADS-CoV) [9]. These are responsible for considerable economic 
losses for pig farmers [10]. 

Given this scale and severity of CoV infections, vaccination remains the best and most appropriate control strategy. 
However, the existence of high mutation rates in RNA viruses such as CoV [11] has often rendered vaccines ineffective 
even before their use. In addition, the plasticity of the CoV genome generates numerous variants, making CoV an agent 
with high evolutionary potential [12-14]. Moreover, the search for direct-acting antiviral agents against CoV infections 
is an ideal option when vaccines are lacking. Nevertheless, the development of drugs, like all pharmaceutical product 
development, is a complex process that takes a long time and requires a considerable investment [15]. It takes 10 to 15 
years and several thousand dollars to bring a drug to market [16, 17]. These procedures will never be able to control 
infections in the event of a new epidemic outbreak in humans or an epizootic in animals. 

Computer aided drug design (CADD) is a new technique for developing a drug using a computer. This method will reduce 
the time and cost required for drug development by 50% [18]. In fact, the pharmaceutical stage, which consists of 
searching for and identifying molecules that are active on target pathogens, will be reduced by applying CADD. In 
addition, the use of CADD can shorten experimental studies by guiding appropriate decisions concerning the preclinical 
(study of efficacy in the laboratory) and clinical (study of efficacy in vivo) research stages of drugs. In other words, this 
method can be used in the prevention and long-term control of emerging diseases such as CoV infections. As a research 
institution, we have already contributed to the fight against COVID-19, using our expertise in bioinformatics to validate 
the knowledge obtained from ethnobotanical surveys through in silico analysis of Artemisia annua [19] and Cinnamosma 
fragrans [20]. 

This review provides background information and a detailed overview of the CADD method, highlighting commonly 
used databases and bioinformatics tools. It has been written by summarizing new knowledge on the use of the in silico 
method in drug discovery and development. An application of this method in the development of drugs against 
Coronavirus disease 2019 (COVID-19), a CoV infection responsible for a pandemic in 2020, is also reported.  

2. Overview of the CADD 

CADD approaches are widely used in the pharmaceutical industry [21, 22]. In drug development, they can act at several 
stages: (i) identification of targets, (ii) validation of targets, (iii) identification of leads (molecules with good affinity for 
the target of interest), (iv) optimization of leads, and (v) preclinical trials (Figure 1). 

 

Figure 1 Application of CADD in drug discovery and development 
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CADD methods depend on the availability of structures for the targets and their ligands. In fact, two strategies called 
‘direct design’ and ‘indirect design’ are available. In direct design, the structural characteristics of the target are 
considered. In contrast, for indirect design, the structural characteristics of the ligands are considered [21]. Based on 
these two strategies, three CADD approaches are currently available: (i) structure-based drug design (SBDD); (ii) ligand-
based drug design (LBDD); and (iii) high-throughput virtual screening or HTVS (Figure 2). The following paragraphs 
describe these different methods in detail. 

 

Figure 2 CADD methods 

3. Structure-based drug design (SBDD) 

SBDD is a CADD approach based on information found in the structure 3D of the target. It can be performed depending 
on the availability of this structure [23]. Hence, this method is used in the selection and optimization of lead molecules 
[16, 24]. 

The widely used SBDD methods include molecular docking and molecular dynamics simulations [17]. The steps of SBDD 
include: (i) target identification and selection, (ii) structural analysis of the ligand binding site on the selected target, 
(iii) preparation of the ligand library, (iv) analysis of the docking and scoring function, and finally (v) molecular 
dynamics simulation (Figure 3).  
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Figure 3 SBDD flowchart 

3.1. Target identification and validation 

SBDD processes are generally started by the identification and validation of the target molecule [25]. Target 
identification refers to the search for a biological target whose activity can be controlled by a drug. On the other hand, 
target validation consists of proving that a target is actually involved in the process in question and that regulation of 
this target may prove advantageous [26]. 

The identification of drug targets in drug research is a long and laborious task. It is also impossible to screen for all drug 
targets in a laboratory experiment. Therefore, bioinformatics methods such as comparative genomics [27], network-
based methods [28], drug side-effect monitoring [29] and artificial intelligence [30] could be used. 

The targets for drug discovery are generally proteins (membrane receptors, soluble proteins or enzymes). However, 
they can also be DNA or RNA [31]. In the case of protein targets, their structures are obtained using in vitro techniques 
such as X-ray crystallography, nuclear magnetic resonance and cryo-electron microscopy [32]. They are then stored in 
the structure databases incorporated in wwPDB [33], such as RCSB-PDB (https://www.rcsb.org/), PDBj 
(https://pdbj.org/) and PDBe (https://www.ebi.ac.uk/pdbe/). For genomics targets, various bioinformatics tools and 
methods are described in the review by [34]. 

3.2. Molecular modelling 

If the structures of protein targets are not available in these databases of structures, molecular modelling methods can 
be used to predict their structure three-dimensionally (3D). Several methods of molecular modelling, including 
homology modelling, threading modelling and Ab initio or folding modelling are available [35]. In addition, online and 
offline bioinformatics tools are also available for molecular modelling, refining and visualizing the resulting structural 
models (Table 1). 
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Table 1 Examples of bioinformatics tools available for molecular modelling 

Tools Description References 

SWISS-MODEL Homology modelling server [36] 

MODELLER Software for homology modelling [37] 

I-TASSER A threading based molecular modelling server [38] 

Rosetta An Ab initio molecular modelling platform [39] 

3Drefine A server for refinement of protein model structures [40] 

YASARA A server for energy minimization using the YASARA force field [41] 

 

The selection of methods and tools used in molecular modelling depends on identity and similarity of target protein 
sequences to model protein sequences. These are available in databases such as NCBI (https://www.ncbi.nlm.nih.gov/) 
and UniProt (http://www.uniprot.org/). Furthermore, the selection of modelling methods also depends on the 
availability of homologous 3D structures of the target in the databases of protein structures (Figure 4). 

 

Figure 4 Methodical diagram of molecular modelling 

Homology modelling is the most widely used in drug discovery [42]. It is based on the fact that protein structure is 
better conserved than their sequence, i.e. proteins with similar sequences have similar structures and small or medium 
changes in sequence can result in a small change in 3D structure [42]. The process of homology modelling involves 
seven steps: (i) model identification and selection, (ii) sequence alignments of targets and models, (iii) model 
construction, (iv) loop modelling, (v) side chain modelling, (vi) model optimization or refinement and (vii) validation 
and verification of model quality [43]. 

Several methods can be used to validate and check the quality of the 3D model obtained by molecular modelling. The 
stereochemistry of the model can be checked using tools such as PROCHECK [44] and WHAT_CHECK [45]. Spatial 
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characteristics can be validated using Verify3D [46]. Global quality and local quality for each model residue can be 
estimated using QMEAN server [47]. Other structure validation tools include MolProbity [48] and SAVES v6.0 [49-51]. 

3.3. Identification of active sites and analysis of target pharmacogability 

After target identification and selection, the second step in SBDD is to examine the presence of a suitable active site or 
ligand binding site in the desired target. Obtaining this information is a prerequisite for molecular docking [52]. Active 
site analysis is performed in protein structure visualization software such as UCSF Chimera [53], Biovia Discovery 
Studio Visualizer [54], Swiss-PdbViewer [55]. In cases where the information on the active sites of the target is not 
available (for example, in the case of structures obtained by molecular modelling), a number of bioinformatics tools are 
also available for prediction (Table 2). 

 Table 2 Examples of bioinformatics tools for predicting ligand binding sites in target proteins 

Tools Description Methods References 

Q-SiteFinder Web server for identifying the location of ligand 
binding sites in a protein 

Energy-based methods [56] 

3DLigandSite Web server for predicting ligand binding sites Structural model-based methods [57] 

LIGSITEcsc Web server for predicting ligand binding sites in 
proteins 

Surface-based methods using 
Connolly's surface and degree of 
conservation 

[58] 

PASS (Putative 
Active Sites 
with Spheres) 

Web server for characterising regions embedded 
in proteins and identifying the potential positions 
of ligand-binding sites 

Geometry-based methods [59] 

COACH A metaserver for predicting protein-ligand 
binding sites 

Hybrid methods [60] 

DeepSite Web server for predicting protein binding sites Machine learning methods [61] 

 

As well as identifying the binding site, it is also important to assess the the pharmacogability of the target. This is the 
probability that a target will be regulated by a small molecule drug [62]. Examples of methods for predicting target 
pharmacogability include SiteMap [63], DLID [64], DrugPred [65] and DoGSiteScorer [66]. 

3.4. Molecular docking  

Molecular docking is one of the most widely used of SBDD methods [67]. With this method, it is possible to identify the 
molecules (or ligands) that interact strongly with the active site of the target. In addition, it helps to determine the most 
favourable ligand orientations in the target's active site [68]. A number of molecular docking tools can be used to 
generate the binding set and position of ligands in the active site of the target (Table 3). 

Table 3 Bioinformatics tools available for molecular docking 

Tools Description References 

SwissDock Web server for molecular docking between a target protein and a small molecule [69] 

AutoDock Software for docking a small molecule to a known target structure [70] 

AutoDock Vina A programme for molecular docking and virtual screening [71] 

AutoDockTools Graphical interface for analysing the results of molecular docking analysis on AutoDock [70] 

HADDOCK 2.2 
Software for a flexible docking approach for protein-protein, protein-nucleic acid and 
protein-ligand complexes 

[72] 

PatchDock and 
SymmDock 

Protein-protein and protein-ligand docking server [73] 

PyRx Software for virtual screening for computational drug discovery [74] 
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Tools Description References 

ClusPro Protein-protein docking server [75] 

 

Molecular docking methods are classified into three categories: (i) rigid docking where the target and ligands are treated 
as rigid entities; (ii) flexible docking where the ligand and target are considered flexible; and (iii) flexible ligand docking 
where the ligand is considered flexible while the target is considered rigid [76]. Consequently, the docking procedures 
can be classified according to the degree of flexibility of the molecules involved in the calculation [68]. Nevertheless, the 
main procedures in these three methods are similar (Figure 5). 

 

Figure 5 Principal process of molecular docking 

3.5. Scoring functions 

A molecular docking analysis can generate several conformations of target-ligand complexes. To classify these 
complexes, to differentiate valid versus invalid ligand binding modes and to estimate ligand binding affinities to the 
target, scoring functions are required [52]. Scoring functions are generally divided into three main classes: force-field-
based, knowledge-based and empirical [77]. 

Force field scoring functions calculate target-ligand binding energy, using classical molecular mechanics such as van der 
Waals interactions, electrostatic interaction, bond stretching/bending/twisting energies, and solvation/de-solvation 
effects [78]. Examples of force-field based scoring functions include DOCK [79], MedusaScore [80], AutoDock [70], 
AutoDock Vina [71], MM-PBSA/ MM-GBSA [81] and DockTScore [82]. 

Empirical scoring functions estimate the binding affinity of a ligand to the target, combining energetic factors important 
for molecular interaction such as hydrogen bonds, hydrophobic bonds, steric hindrances and solvation/desolvation 
effects [83]. Examples of empirical scoring functions include LIDI [84], ChemScore [85], GlideScore [86], ID-Score [87], 
Lin_F9 [88]. 

Knowledge-based scoring functions measure the binding affinity of the docking complex by combining the values of the 
average force potentials (AFPs) between the atoms in the protein-ligand complex [89]. Examples include DrugScore 
CSD [90], PMF-Score [91], ITScoreDA [92], ITScore-NL [93].  
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Recently, consensus approaches to scoring functions have been developed. They combine different scoring functions to 
improve the probability of finding correct solutions [21]. Examples of consensus scoring are GFscore [94], SeleX-CS [95], 
KECSA [96], SMoG2016 [97]. 

3.6. Molecular dynamics simulation (MD) 

MD provides comprehensive information on the molecular dynamics of targets and their potential interactions with 
ligands. With this technique, it is possible to determine the movement of targets and ligands at the atomic level and their 
specific interactions. Bound (stretching energies, bending angle, dihedral angle) and unbound (van der Waals force and 
electrostatic energies) atomic interaction potential energies are used to determine molecular dynamics. MD simulations 
are required for post-docking structural refinements and stability analysis of protein-ligand complexes. Several 
programs are commonly used for MD calculations. These include GROMACS [98], AMBER [99], GROMOS [100], NAMD 
[101] and CHARMM [102]. 

4. Ligand-based drug design (LBDD) 

When the target of interest for drug discovery and development is unknown, or its 3D structure is not available, CADD 
can use another alternative approach, known as ligand-based drug design or LBDD. This technique exploits information 
contained in small molecules or ligands interacting with a drug target, to identify putative molecules that could have 
similar biological activities with known active molecules [24]. This information includes the binding affinities of ligands 
with targets, the structure and physicochemical properties of ligands [103]. Common techniques used in this approach 
include similarity searching, pharmacophore modeling and quantitative structure-activity relationships QSAR [104]. 

4.1. Similarity search 

The ligand similarity search is based on the principle that physico-chemically similar compounds have similar biological 
activities. This method could therefore search for compounds similar to the compounds analyzed [105]. Indeed, 
similarity search is based on two descriptors including chemical fingerprints and physicochemical properties [104]. 
Chemical fingerprints are used to identify compounds that are structurally similar to the target active compounds, while 
physicochemical properties can be useful for identifying molecules with a new chemical structure but retaining the 
biological activity of the target active compounds. 

To measure the degree of similarity between the compounds found and the target compounds, several methods such as 
the Tanimoto, Cosine, Hamming, Russel-Rao and Forbes indices are available [104]. In addition, offline and online 
bioinformatics tools such as Discovery Studio Visualizer [54], SEA server [106] and Swiss Similarity [107] are also 
available. 

4.2. Pharmacophore modeling 

Pharmacophore modeling is based on the fact that ligands with common chemical functions for similar targets have 
similar 3D conformations. An important prerequisite for the success of this method is knowledge of the pharmacophore 
characteristics of ligands that bind to the same protein target with a similar orientation [108]. Otherwise, the 
pharmacophore models obtained will not represent the correct mode of action and cannot be used in the identification 
of new active ingredients. 

The most widely considered pharmacophoric features are: hydrogen bond acceptors (HBA), hydrogen bond donors 
(HBD), hydrophobic zones (Hs); aromatic rings (AR), positively and negatively ionizable groups (PIs/NIs), metal 
coordination zones and XVOLs exclusion volumes [109]. The pharmacophore model-building steps are summarized in 
figure 6. Several bioinformatics tools are available and can be used freely for pharmacophore modeling. These include 
Pocket v.2 [110], PharmaGist [111], LigandScout [112] and ZincPharmer [113]. 
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Figure 6 Pharmacophore modeling process  

4.3. Quantitative structure-activity relationship (QSAR) 

The QSAR relationship is one of the most popular approaches to LBDD. It uses statistical methods to study the 
relationship between the bioactivities of small molecules and their structural properties [114]. Bioactivities include 
therapeutic activities and adverse effects. In addition, structural properties correspond to physicochemical properties 
(Molecular weight, Number of atoms, Number of aromatic nuclei, Number of rotatable bonds, HBA, HBD, Molar 
refractivity, TPSA, Lipophilicity and Solubility), pharmacokinetic properties (Adsorption, Distribution, Metabolism, 
Excretion) and toxicological properties [115]. QSAR analysis steps involve: (i) dataset preparation, (ii) structural 
optimization, (iii) molecular descriptor selection and calculation, (iv) QSAR model development and finally (v) final 
model evaluation and validation [116, 117]. 

QSAR methods are classified as 1 to 6D QSAR. However, the 3D QSAR method is the most popular [118]. The latter 
correlates biological activity with non-covalent bonds around molecules [115]. Among 3DQSAR programs, the CoMFA 
(Comparative Molecular Field Analysis) and CoMSIA (Comparative Molecular Similarity Indices Analysis) methods are 
the best known [119-121]. In addition, a number of tools are available for QSAR model development. These include 
ChemSAR [122], 3D-QSAR [123] and Cloud 3D-QSAR [124]. 

5. High-throughput virtual screening (HTVS) 

HTVS is another CADD approach that has attracted considerable interest in pharmaceutical research as a productive 
and cost-effective technology. HTVS is used to select compounds most likely to show biological activity against a target 
of interest from small molecule structure databases [125]. In addition, it can predict the specific pharmacodynamic, 
pharmacokinetic and toxicological properties of these compounds based on their structural and physicochemical 
properties [126]. In this way, HTVS can be used to help identify lead molecules and optimize or improve their 
physicochemical properties [125]. Compared with other CADD methods, virtual screening can quickly separate active 
from inactive samples based on a large number of samples [127]. 

Structure databases have already been created to store the 2D/3D structures of these molecules. These include the 
Protein Data Bank [128], PubChem [129], ChEMBL [130], ChemSpider [131], Zinc [132], Drugbank [133] and NPASS 
[134]. 

Depending on the availability of targets or ligands, virtual screening methods can be classified into structure-based 
virtual screening (SBVS) and ligand-based virtual screening or LBVS [52]. In addition, studies have proposed combining 
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these two methods to overcome their individual advantages and weaknesses [135, 136]. Figure 7 summarizes the 
general process of SBVS and LBVS. 

 

Figure 7 High-throughput Virtual Screening process 

5.1. Structure-based virtual screening (SBVS) 

SBVS identifies putative hits among hundreds of thousands of compounds with known structure targets. Here, a target 
is "screened" against a library of molecules and the binding affinities of these molecules to the target are estimated using 
molecular docking and the use of scoring functions [137]. Thus, molecules are ranked according to their affinity with 
the target, and those with the most promising affinity are selected at the end of screening [126]. SBVS is generally based 
on molecular docking [67]. Thus, a prerequisite for using SBVS is the availability of 3D structure of the target and ligands. 

5.2. Ligand-based virtual screening (LBVS) 

LBVS is a good option for identifying lead molecules if the target's 3D structure is unknown, or if it is difficult to perform 
virtual screening using structure-based methods [138].  

LBVS is based on structural information and the physicochemical properties of ligands. These criteria are evaluated 
according to the principle of molecular similarity [139]. This principle states that structurally similar small molecules 
are likely to have similar biological properties and activities [140]. 

5.3. Optimization of lead molecules 

In addition to identifying lead molecules, HTVS can also help optimize them. This step can reduce the number of 
compound that need to be synthesized and tested in clinical trials. Optimization involves analysis of the chemical 
structures and physicochemical properties of ligands [22]. The latter make it possible to assess the drug-like nature of 
lead molecules [141]. Since then, various drug similarity rules based on simple molecular properties have been 
developed, such as those proposed by Lipinski and colleagues [142], Ghose and colleagues [143], Muegge and colleagues 
[144] and Veber and colleagues [145]. These rules suggest that compounds falling within their ranges are predicted to 
be "drug-like". 
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In addition, optimization of lead molecules also includes analysis of pharmacokinetic profiles such as absorption, 
distribution, metabolism, excretion and toxicity (ADMET). Studies have shown that poor pharmacokinetic and 
toxicological properties are the most important causes of costly failures in late-stage drug development [146, 147]. 
Thus, lead optimization focuses largely on the analysis of ADMET parameters. These parameters include solubility, 
intestinal absorption, Caco-2 permeability, human bioavailability, membrane glycoprotein binding, volume of 
distribution, cytochrome P450 metabolisms, half-life, renal excretion, total clearance, toxicities, lethal dose at 50% in 
rats or mice [148]. 

Numerous bioinformatics tools are available and can be used for drug similarity assessment and ADMET prediction of 
lead molecules. These include PreADMET [149], SWISS ADME [150], pkCSM [151] and AdmetSAR 2.0 [152]. 

6. Application of CADD in the discovery and development of drugs for COVID-19 

The CADD techniques described in the preceding paragraphs are used in the search for drugs to combat COVID-19 [153]. 
Here are a few examples of research work that has exposed some of these methods : Alrasheid and colleagues evaluated 
biologically active compounds present in medicinal plants as potential COVID-19 inhibitors, using molecular docking 
methods [154]. Enmozhi and colleagues evaluated the compound Andrographolide from Andrographis paniculata as a 
potential inhibitor of SARS-CoV-2 Mpro through in silico methods such as target analysis, molecular docking, toxicity 
prediction and ADME prediction [155]. Arwansyah and colleagues used homology modeling, molecular docking and 
molecular dynamics simulations to identify drugs that inhibit the papain-like protease (PLpro) of SARS-CoV-2[156]. 
Kumar and colleagues combined pharmacophore-based virtual screening, molecular docking and molecular dynamics 
simulation to identify potential ligands that inhibit SARS-CoV-2 main protease (Mpro) from the natural products 
database. [157]. Idris and colleagues used the pharmacophore modeling approach, coupled with molecular docking and 
molecular dynamics simulation to identify promising molecules against human TMPRSS2 [158]. Zarezade and 
colleagues sought to discover specific inhibitors of ACE2 and the main protease through 3D-QSAR pharmacophore 
modeling, virtual screening, molecular docking, de novo ligand design, molecular dynamics simulation, free energy 
profiling and QM-MM techniques [159]. Ferraz and colleagues used LBVS and SBVS techniques to identify three drugs 
approved as promising inhibitors of the major SARS-CoV-2 protease [160]. 

6.1. Potential molecular targets for the development of antiviral drugs against COVID-19 

All viral proteins involved in SARS-CoV-2 replication are potential targets for drug discovery against COVID-19 [161]. 
These include structural and non-structural proteins such as the viral spicule (S), envelope protein (E), membrane 
protein (M), nucleocapsid protein (N), main protease or 3CLpro protease (nsp5), PLpro (nsp3), RNA-dependent 
polymerase (RdRp, nsp12), helicase (nsp13), Exoribonuclease (ExoN, nsp14), endoribonuclease (nsp15), 2′-O-
methyltransferase or nsp16 [17]. Other non-enzymatic viral proteins are also potential targets [162]. 

In addition to these viral proteins, some approaches have also targeted host proteins such as ACE2, TMPRSS2, furin and 
cathepsin L and B [163]. In addition, targets associated with the host immune response have also been proposed [162]. 

6.2. Repositioned drugs and phytochemicals identified by CADD techniques as part of COVID-19 

Several attempts have been made to investigate the repurposing of antiviral drugs approved for their health-promoting 
properties and their ability to boost the immune system against SARS-CoV-2. As a result, antivirals such as Lopinavir, 
Ritonavir, Remdesivir, Umnifenovir, Oseltamivir, Favipiravir, Chloroquine and Hydroxychloroquine are being 
repurposed for the treatment of COVID-19 [161]. Other drugs are also proposed by the CADD computational method, 
but they are not tested experimentally and/or clinically [153]. 

In addition, attempts have been made to identify chemical compound from medicinal plants that could be used in the 
development of drugs against COVID-19. As a result, several families of phytocompounds from numerous medicinal 
plants have been identified. Review articles by Jamiu and colleagues [164], Mousavi and colleagues [153] and Rani and 
colleagues [165] exposed several of these molecules.  

7. Conclusion 

The CADD method is widely used in the pharmaceutical industry for drug development. In this method, three 
approaches are available: SBDD, LBDD HTVS. SBDD uses molecular docking methods and molecular dynamics 
simulation to select and optimize lead molecules or molecules with good affinity for targets of interest. The structures 
of these targets can be obtained experimentally or modeled by molecular modeling methods, while LBDD uses active 
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ligands that can bind to the target. As for HTVS, they enable the selection of a large number of compounds most likely 
to show biological activity against a target of interest, using small molecule databases. They can also be used to optimize 
lead molecules, by analyzing their pharmacodynamic, pharmacokinetic and toxicological properties.  

The CADD method has already been used in the search for drugs against COVID-19, targeting structural or non-
structural viral proteins (spicule, envelope protein, 3CLpro, PLpro, RdRp, etc.) and host proteins (ACE2, TMPRSS2, furin 
and cathepsin L and B). These studies led to the selection of various existing antivirals (Lopinavir, Favipiravir, 
Chloroquine, Hydroxychloroquine, etc.) for the treatment of COVID-19. Chemical compounds from medicinal plants 
have also been identified as effective antivirals against COVID-19. 

This information provides an essential foundation for users wishing to enter the field, and guides researchers working 
in the field, such as biochemists and pharmacists, in the choice of CADD approaches to adopt, depending on data 
availability. In the long term, it will also provide a means of responding rapidly and effectively to emerging or re-
emerging diseases in humans or animals, whether CoV infections or other types of contagious disease. In the future, 
more in-depth use of these methods on a disease-specific basis is required. In addition, the development of a metadata 
or website bringing together all these bioinformatics tools for drug development is also envisaged.  
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